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Abstract
Background: Some variables like Socioeconomic Status (SES) cannot be directly measured, instead, so-called ‘latent variables’ are 

measured indirectly through calculating tangible items. There are different methods for measuring latent variables such as data reduction 
methods e.g. Principal Components Analysis (PCA) and Latent Class Analysis (LCA). 

Objectives: The purpose of our study was to measure assets index- as a representative of SES- through two methods of Non-Linear PCA 
(NLPCA) and LCA, and to compare them for choosing the most appropriate model.

Methods:
were analyzed by SPSS 19 (CATPCA command) and SAS 9.2 (PROC LCA command) to estimate their socioeconomic status. The results 

Results: The 6 derived classes from LCA based on BIC, were highly consistent with the 6 classes from CATPCA (Categorical PCA) (ICC 
= 0.87, 95%CI: 0.86 – 0.88). 

Conclusion:
another one. LCA is a complicated method that presents detailed information about latent variables and required one assumption (local 
independency), while NLPCA is a simple method, which requires more assumptions. Generally, NLPCA seems to be an acceptable method 
of analysis because of its simplicity and high agreement with LCA. 
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Research Methods

Introduction

S
capital.1 Certain phenomena in social sciences, behavioral 

sciences and health sciences, like SES, cannot be directly 
measured and studied. However, using models people can be 

traits. Behaviors and traits, which are not measured directly, are 
called latent behaviors or traits. As seen in Figure 1, a latent 
variable is generally measured using indicator variables. Today, 
assets are increasingly used as manifest variables, especially in 
developing countries, to obtain the socioeconomic status of 
populations when income and expenditure data are not available 

2

In recent years, data reduction methods have been turned into 
typical methods for combining various asset variables, particularly 
in SES studies. To this end, different statistical methods have 
been used, which are selected upon considering the type of data. 
Currently, Principal Components Analysis (PCA) is one of the 

best solutions for achieving data reduction of continuous data.3
Figure 1 shows a method for dividing the approaches to analysis, 

which was performed, based on the type of latent and indicator 
variables.4

According to the data, different methods are used to analyze 
latent models. When latent variables and indicators are continuous, 
factor analysis (FA) is employed. If both variables are discrete, 
latent class analysis (LCA) is applied. The third condition is when 
the latent variables are continuous and the indicators are discrete; 
in this case the appropriate analyses to apply are Latent Trait 
Analysis or Item Response Theory. If latent variables are discrete 
and indicators are continuous, the appropriate analysis to employ 

4 When the dataset contains 
variables with different measurement levels, another method 
called Nonlinear Principal Components Analysis (NLPCA) is 
used.5 In addition to the above mentioned options, many studies 
use the PCA method for the sake of convenience regardless of the 
type of variables, and the limitations of this method in analyzing 
categorical, ordinal and binary variables.6

LCA divides the community into paired incompatible classes. 
NLPCA can be performed in SPSS using the CATPCA command. 
Despite its advantages, including its helpful information on latent 
variables, LCA is not generally used due to its complexity in 
writing syntaxes, as well as the need for advanced software.  

The aim of NLPCA and PCA is to reduce variable  numbers 
to a smaller number of non-correlated principal components, to 
preserve the information embedded in the data. This goal may be 
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explain the maximum variances of data. The main advantages of 
NLPCA versus PCA are as follows: 1) NLPCA can be used in non-
linear relationships; 2) it enables researchers to study multivariate 
linearity between variables readily, especially in ordinal data; and, 
3) it is possible to simultaneously analyze variables with different 
scales. In other words, NLPCA overcomes the general limitations 
of the linear PCA i.e. the assumption of linearity of relationships.5

classes in terms of latent variables using indicator variables, 
which are measured directly.

Factor analysis analyzes a covariance matrix to determine the 
basic latent structure. In factor analysis, the latent variable’s scores 
form a continuous distribution. For example, while factor analysis 
creates a continuous distribution of ‘skill scores’, LCA divides 
a community into  discrete latent classes like ‘highly skilled’, 
‘moderately skilled’ and ‘un-skilled’ classes. The only assumption 
in LCA is the local independency; the observed variables are 
independent, conditional on the latent variable. This model does 
not need the assumption of normality.4

This study aimed to apply both LCA and NLPCA analyses on 
a dataset including binary indicator variables and to compare the 
results of these analyses.

Methods

Study population
The study was designed and carried out in Tehran in 2013. 

over 18 years were selected through multi-stage sampling of 22 
municipalities (as the strata of Tehran). In each municipal area, 
blocks were randomly selected proportional to size. From each 
block, 10 families were selected by systematic sampling. From 
each family, only one person aged over 18 years was selected for 
face-to face interview through quota sampling -upon considering 
age and sex criteria. To provide a representative sample, the survey 
was performed through a multi-stage sampling scheme .

22 municipality zones of Tehran as strata. Then, cluster sampling 

was conducted in each stratum, in which 200 blocks were selected 
through proportional to size. Next, systematic random sampling 
was performed within selected blocks. Therefore, the interviewer 
had to count all places of residence except vacant/abandoned 
houses, non-residential buildings and pensions. Then, the number 
of places of residence should be divided by ten to determine the 
sampling interval. In each household, just one respondent was 
selected for interviewing through quota sampling considering the 
sex and age of the city population.

The trained interviewers comprised 10 teams with 4 members 
each, as well as 4 supervisory teams in charge of data collection. 

Out of the 2978 households who were offered to participate in 
the study, 33% refused to participate (response rate = 66.9%). 
Data were collected through a questionnaire containing items on 
socioeconomic status, self-rated health, and objective health. The 

the socioeconomic status was based on the household’s ownership 
of the selected assets which were shown in Table 1. 

Statistical Analysis

SPSS 19 was used to perform CATPCA. Since outliers can 

for two dimensions to avoid them in the output results of NLPCA.  
In case they did exist, they were excluded (Figure 2). The number 
of dimensions was selected based on the ‘eigenvalue greater 
than 1 criterion’. An Eigenvalue is a ratio of the variance of all 
variables determined by the relevant dimension. In other words, 
an eigenvalue is the relative contribution of each dimension to 
the total variance of all variables. Loadings show the correlation 
of each variable with its relevant dimension.7 To test the internal 
consistency of assets data, Cronbach’s alpha was used. A 
Cronbach’s alpha greater than 0.7 indicates acceptable internal 
consistency of that data.8 This means that the data variance 
originates from the interviewees’ answers, not from the design and 
use of the questionnaire.9,10 

accounting for the major part of the variance was conventionally 
selected as the respondents’ economic status.   

  

Figure 1. Latent variable with 3 indicator variables4
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Following the preparation and writing of syntaxes using PROC 
LCA, LCA analysis was conducted on the data of 1979 respondents 
in SAS 9.2. Software.11,12 The model with the minimum values of 
the AIC and BIC measures was selected as the preferred model. 
AIC and BIC are criteria that can be used to compare different 
models. These two criteria are calculated using the following 
formula:

“AIC = G2 + 2P
BIC = G2 + [log(N)]P”

Where P is the number of estimated parameters and log refers 
to the natural log. The lower amount of AIC or BIC implies 
better model.4 Following LCA analysis, the following 6 classes 
were ranked in terms of the probability number of assets from 
richest to poorest (richest, rich, upper-middle, lower-middle, poor 
and poorest). Using these data, each respondent was assigned 
to the class with the best probability. For instance, respondent 
number 1018 in class no. 6 had a probability of 0.947, while the 

same respondent had a probability of 0.053 in class no. 5, and 
a probability of zero in other classes. Therefore, this respondent 

repeated for each respondent.  

To compare NLPCA and LCA, dimension 1 of the NLPCA 
model was divided into 6 equal ordinal categories13 because 
the LCA model used 6 classes and we needed to obtain the 
consistency between these two models. Then, the intra-class 

LCA and NLPCA models was calculated in SPSS. 

Results

Nine hundred sixty-three (963) of the 1995 respondents 
(48.3%) were female (mean age, 41.7 years) and 1032 (51.7%) 
were male (mean age, 41.9 years). Moreover, 693 respondents 
(34.9%) held academic degrees, while 1291 (64.7%) respondents 
held no academic degree; 4 respondents (0.2%) had a seminary 

Assets Frequency Percent
Car 1160 58.1
Freezer    1674 83.9
Dish Washing      550 27.6
Microwave Oven     807 40.5
PC         1264 63.4
Vacuumc    1896 95
Washing Machine      1822 91.3
LCD or LED TV         1524 76.4
Video      1189 59.6

Table 1. Assets frequencies among respondents (n = 1995)

Figure 2. Object plot depicting dimension scores on components 1 and 2
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respondents were married, 488 (24.6%) were single, and 139 
(7%) were divorced or widowed. Four member families were 
the most frequently observed household size, with a percentage 
of 33.9%, followed by three member families (29%). Only 2.8% 
of respondents were living alone. Table 1 shows the absolute and 
relative frequencies of each asset. 

One thousand nine hundred seventy-nine (1979) participants 
were included in the NLPCA analysis. Cronbach’s alpha for 
dimension 1 was 0.75, implying an acceptable internal consistency 
of data (Table 2). 

According to dimension 1 and dimension 2 plots, there was 
no outlier, therefore, no respondent was excluded (Figure 2). 
‘Variance Accounted For’ (VAF) is a variance explained by the 
relevant dimension. VAF% is a percentage of total variance by 

two dimensions accounted for 46% of variance scores of all assets. 
The value of VAF (number of variables multiplied by VAF %) 

In the NLPCA analysis, component loadings were obtained 
based on two dimensions (Table 3). Tabachnik and Fidell believe 
that the minimum factor [component] loading required for a 
variable is 0.32.12

0.32 (Min = 0.475 for freezer and max = 0.658 for PC.7 In the 
conducted analysis, a score was assigned to each respondent. 

The number of required classes for LCA analysis was selected 
considering BIC.4 As seen in Table 4, the model with 6 classes had 
the minimum BIC (2033.14). Moreover, its AIC was relatively 
low. Less classes are also easier to interpret; the model with 6 
classes was selected for analysis. After LCA analysis, the above 
9 assets index variables were categorized into 6 classes. Table 5 
shows the relative frequency of the possibility of owning each asset 
by the respondents in their respective classes. For instance, 86% 
of the respondents from the richest class owned a car, 95% had a 
freezer, 66% had a washing machine, etc. The 6 aforementioned 
classes were named arbitrarily. For each class, the mean relative 

Dimension Cronbach’s Alpha
Total (Eigenvalue)

1 0.75 2.98 33.08

2 0.16 1.16 12.91
Total 0.91a 4.14 45.99
aTotal Cronbach’s Alpha is based on the total Eigenvalue.

Table 2. Model Summary of CATPCA

 
Dimension

1 2
Car 0.58 -0.19
Freezer 0.47 0.17
Dishwasher 0.54 -0.48
Microwave oven 0.65 -0.39
PC 0.66 -0.13
Vacuum cleaner 0.48 0.65
Washing machine 0.59 0.51
LCD or LED TV         0.62 0.11
Video 0.55 -0.08
Variable Principal Normalization.

Table 3. Component Loadings

Number of Latent Classes AIC BIC G2 df
1 4596.4 4669.17 4570.40 6130

2 2560.59 2711.72 2506.59 6116

3 2135.35 2364.85 2053.35 6102

4 1759.35 2067.21 1649.35 6088

5 1687.57 2073.79 1549.57 6074

6 1568.55 2033.14 1402.55 6060

7 1546.69 2086.67 1352.69 6046

8 1511.67 2132.98 1289.67 6032

9 1486.17 2185.84 1236.17 6018

10 1472.56 2250.6 1194.56 6004

11 1472.78 2329.19 1166.78 5990

12 1458.59 2420.35 1151.59 5976

Table 4. AIC and BIC for selecting number of classes in LCA
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frequency of assets was calculated in descending order (for 

sixth ranks were titled the richest, the rich, the upper-middle, the 
lower-middle, the poor, and the poorest class, respectively based 
on the mean relative frequency of assets. Then, the likelihood of 
the presence of each respondent in the above sextet classes was 
derived using the Best syntax of SAS 9.2, i.e. each respondent 
was assigned to the class with the best probability (Table 5). The 
second class was composed of 60 respondents, 61.7% of which 
were living in 6 adjacent municipal areas (2, 3, 4, 5, 8, and 10). 
Most of them had washing machines (96%), vacuum cleaners 
(91%) and freezers (91%). Among them, 81.6% were single to 
four member families (lowly populated), and 61% of the families 
owned cars. To compare the scores with LCA classes, the scores 

Finally, the ICC of the 6 classes of NLPCA analysis and the 
6 classes of LCA analysis was calculated and derived as 0.873 
(95%CI: 0.862 – 0.883, P < 0.001). This ICC indicates that both 
analyses have a good consistency. Table 6 shows cross tabulation 
between LCA and NLPCA classes.

Discussion

Both models in determining SES, treated fairly similar. The 
calculated ICC for the object scores derived from NLPCA and 
the best possibility of the presence of a respondent in a class were 
consistent with each other (ICC = 0.87, 95%CI: 0.86 – 0.88, P < 
0.001). 

Based on some evidence, asset is a stable measure of SES and 
widely uses as a proxy for SES.14 

Given that the collected data may not be valid on households’ 
incomes and expenditures, their assets were used as an index 

by which their socioeconomic status could be evaluated.15 
Although assets may not represent SES entirely, they may give 
an estimate of many respondents’ SES. The DHS comparative 
report describes wealth as the equivalent of net assets that can 
be theoretically measured.16 In our two-dimensional NLPCA 

implying a high correlation between that dimension and its related 
variable. In other words, all the variables explained more than 
10% of variances in this dimension. Therefore, all asset variables 
remained in the model. The loadings of two variables (vacuum 
cleaner and washing machine) were above 0.32 in two dimensions, 
implying the cross-loading of the variables. Since there were a 
limited number of such variables, they were not excluded from 
the analysis. Cross-loading variables were correlated with two or 
more dimensions and their loading value was high (above 0.32) 
in two or more dimensions. Following analysis, the respondents 
were categorized into 6 classes based on their object scores. 
In the LCA analysis, the model with 6 classes was selected by 
considering its BIC score.

To the best of our knowledge, there is no article in which LCA 
and NLPCA have been compared. There was only one paper in 
which 497 adults from Missouri, U.S. had been investigated for 

wherein the data had been analyzed by LCA and PCA methods. 
However, this paper has not compared the methods. Rather, it 
has been compared with a similar study in Brazil (N = 483). The 
above two studies also indicated that both analytical methods 
yielded the same results.17

In Roskman’s study, all 39 psychologists from Nijmegan 
University’s Psychology Department working in 9 separate 
research studies and training regions were ranked in terms of their 
work. Each psychologist was considered a variable. First of all, 

Title Richest Rich Upper-middle Lower-middle Poor Poorest
Class 1 2 3 4 5 6
Class membership probabilities 0.30 0.37 0.03 0.14 0.14 0.02
Car 0.86 0.69 0.61 0.18 0.19 0.17
Freezer   0.95 0.93 0.81 0.68 0.67 0.18
Dishwasher 0.66 0.14 1 0.02 0 0.07
Microwave Oven   0.92 0.25 0.48 0.14 0.05 0
PC         0.96 0.75 0.38 0.25 0.18 0.11
Vacuum Cleaner    1 1 0.91 0.96 0.91 0
Washing Machine     1 0.99 0.96 0.94 0.69 0
TV         1 0.8 0.74 1 0.1 0.2
Video    0.91 0.61 0 0.49 0.25 0.03
Mean 0.92 0.68 0.65 0.52 0.34 0.08

Table 5. Latent classes

LCA assets classes
NLPCA Assets classes

Total (%)
1 2 3 4 5 6

1 488 76 21 0 0 0 585 (29.7)
2 35 320 151 135 99 0 740 (37.4)
3 5 12 21 10 9 3 60 (3.0)
4 0 13 0 133 84 45 275 (13.9)
5 0 0 0 0 237 33 270 (13.7)
6 0 0 0 0 0 45 45 (2.3)
Total (%) 528 (26.7) 421 (21.3) 193 (9.8) 278 (14.1) 429 (21.7) 126 (6.4) 1975 (100)

Table 6. LCA/NLPCA cross tabulation
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two principal components was calculated at 55%. Then, NLPCA was 

by 76.6%.18

model is preferred over the PCA when analyzing categorical data. 
In the LCA method certain syntaxes need to be written in 

special software like SAS or ‘R’. Moreover, a relatively complex 
process should be followed to execute this method. This can be a 
reason it has not been considered by researchers. Factor analysis 

relationships between variables. It assumes that these relationships 
exist among all study respondents. In contrast, LCA is a case-based 
method wherein subgroups of people with similar characteristics 

appropriate subgroups based on the studied characteristics. As a 
subgroup of factor analysis, NLPCA is a simple analysis method 
that is performed in SPSS, only a few clicks away. The type of 
model selected depends on our expectations of results. If we are 
dealing with only one latent variable, the NLPCA seems logical, 
but if we need more detailed information on the subgroups’ 
characteristics, this model will no longer meet our expectations 
and we will need more sophisticated models like LCA. In our 
study, the 6 classes derived from the LCA analysis were ranked 
from the richest to the poorest. The relative frequency of each 
asset in the richest and poorest classes was, on average, 0.92 
and 0.08, respectively. The second class consisted of relatively 

than other rich groups due to their older age. However, they were 
better off as far as other welfare facilities were concerned, such as 
having a dishwasher. 

Finally, to compare these two methods, the ICC was used for the 
sake of convenience. Keep in mind that when continuous data are 
converted into ordinal ranked data, their ICC will remain similar 
to the weighted kappa.19 

Study Limitations 
One of the main variables in health researches is socio-economic 

status. Different variables such as, income, household expenditure, 
job, education, and assets explain this index. However the collected 
certain data such as expenditure and income may not be valid in 
many cases. Therefore, we collected data on assets, job, education, 
number of family members, number of rooms and building area 
as the variables explaining SES. Among these variables, we only 
used the assets variable since it was a binary one, to compare 
LCA and NLPCA models and to reduce the complexity of the 
models. We recommend researchers to use more completed data, 
including nominal, ordinal and continuous variables. This way, 
they may arrive at different ICC results from ours. It should also be 
noted that there is no gold standard for evaluating socioeconomic 
status, and the best solution for achieving our study goal is to 
use simulation, which is recommended for future studies. A 
simulation is a mathematical business model, which combines 
both mathematical and logical concepts that tries to emulate a real 
life system using computer software. Computer simulations use 
computer models to also predict how a system will behave given 
a set of conditions. In the case of SES, one can use a sample of 
data for imitation by a huge iteration to simulate the real SES in 
the community.

In conclusion, although the LCA and NLPCA methods (for 
binary data) both presented almost the same results, there were 

of LCA, it presents more detailed information about latent 
variables, while NLPCA presents general information. NLPCA 
requires certain assumptions like normality, while LCA has only 
one assumption: the independency of indicator variables from the 
condition of the latent variable. 

Since there is no gold standard to measure SES; it is not possible 

one. However, if somebody wants to use a data reduction method, 
NLPCA and LCA are likely to show comparable results, despite 
the fact that LCA can show results in more detailed than NLPCA. 

which is a complicated method.
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