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Abstract

Background: This study aimed to evaluate and compare the prediction accuracy of two data mining techniques, including decision tree and neural network models in labeling diagnosis to gastrointestinal prescriptions in Iran.

Methods: This study was conducted in three phases: data preparation, training phase, and testing phase. A sample from a database consisting of 23 million pharmacy insurance claim records, from 2004 to 2011 was used, in which a total of 330 prescriptions were assessed and used to train and test the models simultaneously. In the training phase, the selected prescriptions were assessed by both a physician and a pharmacist separately and assigned a diagnosis. To test the performance of each model, a k-fold stratified cross validation was conducted in addition to measuring their sensitivity and specificity.

Result: Generally, two methods had very similar accuracies. Considering the weighted average of true positive rate (sensitivity) and true negative rate (specificity), the decision tree had slightly higher accuracy in its ability for correct classification (83.3% and 96% versus 80.3% and 95.1%, respectively). However, when the weighted average of ROC area (AUC between each class and all other classes) was measured, the ANN displayed higher accuracies in predicting the diagnosis (93.8% compared with 90.6%).

Conclusion: According to the result of this study, artificial neural network and decision tree model represent similar accuracy in labeling diagnosis to GI prescription.
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Introduction

P
riority setting is one of the fundamental goals of healthcare systems worldwide for equitable and efficient allocation of scarce resources. To meet this goal, policy makers must have access to sufficient information regarding various health-related aspects of their population in national and sub-national levels.¹ These aspects encompass disease patterns,² the equity of services,³ the quality and cost of routine interventions for each disease, adherence and safety issues after intervention.⁴ Various health-related databases may be accessible for this purpose in different countries depending on the structure of the health system. In the burden of diseases studies and especially in Iran, the NASBOD (National and Sub-national Burden of Diseases) project,⁵ as a comprehensive study to measure the pattern of diseases in Iran, death and disease registries can be used as an information source of diseases⁶–⁹; however, they are often limited to only certain types of diseases. Hospital database is another valuable information source;⁶ nevertheless, it cannot be considered as a reliable source for outpatient health conditions. Searching for more comprehensive data, administrative healthcare databases such as medical prescriptions claims can be found as one of the valuable sources for getting knowledge about the pharmacoepidemiologic, economic and social patterns of health conditions and quality of care in a health system. In countries with approximately universal health insurance coverage, pharmacy claim data could be a golden proxy for a comprehensive health registry nationwide. As we have access to demographic and socioeconomic information of entitled population of insurance funds, this source can be considered as a retrospective data for many further studies in various fields.

Prescription and other health related databases for estimation of the prevalence of diseases have been used in some studies.¹⁰–¹¹
There are many published studies about how to validate the recorded diagnosis of these prescriptions by different approaches. However, in Iran and probably many developing countries, using prescription claims faces many challenges. One of these challenges in Iran is the common prescribing habits of physicians: they evade writing the diagnosis of disease on the prescriptions, preventing any further legal trouble in case of mistakes; therefore, there is no recorded diagnosis for prescriptions. To use this valuable and efficient database in pharmaco-epidemiologic and utilization studies, this obstacle should be circumvented.

In an attempt to find an approach for labeling diagnosis to Iranian prescription, in this study, we evaluated and compared two machine learning techniques, including decision tree and neural network models in term of accuracy. In the present study, we focused on main gastrointestinal diseases to achieve an acceptable pathway for more disease classes and developing a method for more comprehensive studies in future. We selected GI diseases because of their lower overlap with other diseases in terms of prescription items.

Materials and Methods

In this study, we intended to evaluate the accuracy of decision tree and artificial neural network models among machine learning methods. This study was conducted in three parts: data preparation, training-testing phase. The entire process is presented in details in Figure 1.

Data source
A database consisting of 23 million pharmacy insurance claim records from three main Iranian health insurance organizations (SSIO, MSIO, and AFMSIO), from 2005 to 2013, was used, which was provided by the Iran Food and Drug Organization (FDO). The database contained information code, including the name of medicine, potency, dosage form, number of each medicine, total price, insurance type and date of prescription, but no code related to the physician diagnosis.

Sample selection
As we aimed to focus on gastrointestinal disorders, an inclusion criterion of containing at least two gastrointestinal related medicines was defined for sampling and then in the second step, one thousand prescriptions were randomly selected.

Training process
The selected prescriptions were assessed by a physician and a pharmacist separately and assigned a diagnosis. In order to avoid more complexity in the model, the experts ignored the comorbidities. Then, the diagnoses were evaluated and if there were disagreements, they were solved by consulting a third expert (a physician). We used both physician and pharmacist intentionally to track all kinds of common prescribing patterns for each disease, given their different experience and perspectives. In addition, they were asked not to focus on their own knowledge and review all available guidelines and all possible medical treatment types using Internet and textbooks prior to the training phase.

All diagnosed diseases are summarized in Table 1. During the training process, two diseases were eliminated from the list because it was inconceivable to detect them by insurance claim data according to experts’ idea: constipation and gallstones. The main reason was that the specific medicines of these diseases are not recorded by pharmacies in the claims, mainly because of not being included in reimbursement lists of insurance.

To reduce the number of input variables, the model was trained based on the existing medical classes in each prescription rather than the medicine names. For this purpose, all medicines with possible indication in GI disorders were extracted from textbooks, guidelines and Internet and were then classified in 18 groups according to their effects and mechanism of action (Table 2). A total of 330 prescriptions were assessed and used to train and test the models simultaneously.

Artificial neural network
An artificial neural network (ANN) can be defined as a sophisti-
A mathematical model for processing the information of non-linear and complex problems, in which the relationships between various variables are unknown or very complicated. ANNs development is inspired by the structure of human neural system and they are currently widely used in different areas of healthcare. There are many types of ANNs; however, the majority of them have the same general structure, including an "input layer", one or more "hidden layers" (based on the complexity of the model), and an "output layer". The number of neurons comprising input and output layers is equal to the number of predictors and class labels in training data but to reach the optimum number of hidden nodes, many networks must be tried with different units of hidden layer and the net with the minimum error term be chosen. Neurons in each layer are connected to the neurons in the next layer with some weights. Similar to human brain system, the ANN models function is based on both «learning» and «generalizing» abilities.

The feed-forward step can be described for a multi-class response \( \hat{y}_k \) in the following formula:

\[
\hat{y}_k = f_k (x, w, o, x_0, o_{0k}, \theta)
\]

\[
= f \left( \sum_{j=1}^{k} \alpha_{kj} \cdot \left( \sum_{i=1}^{p} w_{ij} x_i + x_{0j} \right) + o_{0k} \right)
\]

Where \( f(.) \) and \( g(.) \) are the logistic activation functions for the output and hidden layer respectively. \( x \) is the vector of \( p \) attributes or predictors. Vectors of input and hidden weights are called \( w \) and \( o \). Constants are considered as biases in the two connection weights \( x_0 \) and \( o_{0k} \).

In the present study, the input layer was defined as our 18 medical classes and the output layer contained the 7 diagnoses, labeled by the experts. The model was trained by back-propagation algorithm to reach the minimum errors changing the tuning parameters and finally it was fixed to the learning rate: 0.3 (at each iteration controls the size of weight and bias changes), momentum value: 0.2 (consider already existing information in current nodes) and number of epochs: 500 (the maximum number of iteration).

Decision tree model

Decision tree is a decision supportive tool, which is widely used as a predictive technique of data mining in healthcare. Decision tree is a simple technique to determine patterns in numerous classification problems, particularly in massive dataset including complex information. Furthermore, its simple approach helps the

---

**Table 1.** The targeted diseases for prediction by data mining models.

<table>
<thead>
<tr>
<th>Investigated diagnosis</th>
<th>Prior class (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helicobacter Pylori</td>
<td>10.30</td>
</tr>
<tr>
<td>Gastritis &amp; Dyspepsia</td>
<td>20.61</td>
</tr>
<tr>
<td>Gastroenteritis</td>
<td>25.15</td>
</tr>
<tr>
<td>Hemorrhoid &amp; Fissure</td>
<td>8.18</td>
</tr>
<tr>
<td>IBD (Crohn’s Disease &amp; Ulcerative Colitis)</td>
<td>9.09</td>
</tr>
<tr>
<td>IBS</td>
<td>9.09</td>
</tr>
<tr>
<td>Parasitic &amp; Fungal infectious</td>
<td>17.58</td>
</tr>
</tbody>
</table>

**Table 2.** The medical classification for being used in models as input.

<table>
<thead>
<tr>
<th>Medical cluster</th>
<th>Sub-cluster medicines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton pomp inhibitors (PPIs)</td>
<td>Omeprazole, Pantoprazole, ...</td>
</tr>
<tr>
<td>H2 Blockers</td>
<td>Ranitidine, Famotidine, ...</td>
</tr>
<tr>
<td>Antibiotics</td>
<td>Amoxicillin, Metronidazole, Bismuth substrate, Clarithromycin, ...</td>
</tr>
<tr>
<td>Antispasmodics</td>
<td>Hyoscine, Dicyclomine, ...</td>
</tr>
<tr>
<td>Prokinetic Agents</td>
<td>Metoclopramide</td>
</tr>
<tr>
<td>Anti-acid preparations</td>
<td>ALMG</td>
</tr>
<tr>
<td>Laxative agents</td>
<td>Bisacodyl, herbal products</td>
</tr>
<tr>
<td>Infusion solution</td>
<td>All regular infusion products</td>
</tr>
<tr>
<td>Ant parasitic agents</td>
<td>Mebendazole, Albendazole</td>
</tr>
<tr>
<td>Digestive Agents</td>
<td>All available Digestive products in Iran</td>
</tr>
<tr>
<td>Gastro-protective agents</td>
<td>Sucralfate</td>
</tr>
<tr>
<td>Anti-hemorrhoids &amp; Anti-fissure products</td>
<td>Antihemoroid</td>
</tr>
<tr>
<td>Antidepressants</td>
<td>Fluoxetine, Imipramine</td>
</tr>
<tr>
<td>Immunosuppressive agents</td>
<td>Azathioprine, Methotrexate, ...</td>
</tr>
<tr>
<td>Anti-inflammatory agents</td>
<td>Sulfasalazine, Prednisolone, ...</td>
</tr>
<tr>
<td>Beta Blockers</td>
<td>Propranolol</td>
</tr>
<tr>
<td>Supplements</td>
<td>Calcium, Folic acid</td>
</tr>
</tbody>
</table>
policy makers to understand it easily. In this model, the relationship between data is represented in a tree structure, starting from a root node (an input attribute detected by model) to different nodes (representing the rules) via multiple branches and finally ending in some terminal nodes (outcome attribute). Decision trees are generated based on an algorithm to split dataset into branches. Indeed, discovery of the rules for making branches depends on the method of extracting the relationship between input and output attributes. In the current study, the C4.5 algorithm\textsuperscript{30} was chosen due to its popularity and acceptability in data mining literature. According to the input attributes, each rule assigns an instance (observation) to a node in one branch and this approach would be repeated several times to end the hierarchy of branches in some terminal nodes which are called leaves. The assignment rules follow a mutually exclusive approach; therefore, each leaf only contains a unique path. More details about decision tree model are represented elsewhere.\textsuperscript{31} In this study, the 7 diagnoses were considered as leaves, to which the instances (prescriptions) were assigned by some rules that made the hierarchical links between the input attributes (medical classes). Furthermore, the minimum number of instances per leaf was determined as one percent of prescriptions to avoid the effect of small records on rule generation.

**Performance assessment of models**

**Stratified k-fold cross-validation**

In order to evaluate and generalize data mining model to a new dataset and limiting the effect of over-fitting, a cross-validation technique was applied in this study.\textsuperscript{32} By this technique, the model would be developed using a complementary subset of sample and then run on the remaining to evaluate its accuracy. In the current study, the dataset was divided into a training set (n = 297) and a test set (n = 33) for 10 separated times. Different models were evaluated by changing some special characteristics (i.e., tuning parameters in data mining algorithms) and finally they were compared in terms of performance by the root mean square error (RMSE) criteria. In k-fold cross validation, this approach would be repeated several times by different subsets of dataset to minimize the bias related to random selection of the training subset.\textsuperscript{33} In K-fold cross-validation, k equal size and randomly selected subsamples from original sample is used to repeat the procedure. In addition, in the stratified k-fold cross-validation, the folds are selected according to the equality of mean response value in all folds. For comparative assessment of the prediction accuracy of both data mining methods, ROC area (the area under the receiver operating characteristic) and accuracy were taken into account.

**Sensitivity and specificity**

To evaluate the prediction accuracy of each models, the authors also considered TP rate (sensitivity) and TN rate (specificity).

**The software**

The WEKA software (Waikato Environment for Knowledge Analysis version 3.7.9) was used to implement and run both data mining models.

**Result**

**General findings**

The proportion of each disorder was found to be 10.3\%, 20.61\%, 25.15\%, 8.18\%, 9.09\%, 9.09\%, and 17.58\%, respectively for *Helicobacter pylori* infection, Gastritis & Dyspepsia, Gastroenteritis, Hemorrhoid & Fissure, IBD, IBS, and Parasite and Fungal infections. Moreover, Gastroenteritis with 83 (25.15\%) instances and IBD with 27 (8.18\%) of cases comprised the biggest and smallest proportion of GI disorders of pharmacy claim data, respectively.

**Models performance**

In ANN model a net architecture with eighteen nodes in the input layer and seven nodes in the output layer along with sigmoid activation function in both hidden and output layer was constructed (see figure 2), given its minimum RMSE: 0.2149.

Figure 3 represents the decision tree structure with a size of 35 and 18 leaves. By the C4.5 algorithm, 11 out of 18 medical clusters were selected in the variable selection dataset but in the MLP, all available input attributes were included. The 15\textsuperscript{th} medical class was the first prediction attribute of decision, in which any decisions (or prediction path) were initiated. Additionally, the third and ninth classes were used most for making tree (Figure 3). In the selection phase, the RMSE index of the decision tree was 0.2069.

Generally, two methods had very similar accuracies. Considering the weighted average of TP rate (sensitivity) and TN rate (specificity) considered, decision tree had slightly higher accuracy in its ability for correct classification (83.3\% and 96\% versus 80.3\% and 95.1\%, respectively). However, when the weighted average of ROC area (AUC between each class and all other classes) was measured, the ANN displayed higher accuracies in predicting the diagnosis (93.8\% compared with 90.6\%). The ROC curves are displayed in Figure 4, representing seven comparisons of GI disorders AUC for two data mining methods.

**Discussion**

This study represented the acceptability of prediction accuracy of both ANN and decision tree models in assigning diagnosis to GI disorder-related prescription in the context of Iran. It means that using either of these two data mining methods could provide valid estimation about the number of prescriptions for GI disorders using pharmacy claim data. Furthermore, it can be useful for the NASBOD study in predicting the epidemiological data of outpatient diseases.\textsuperscript{5}

Despite similar performance in predicting GI diagnosis, some practical terms of both methods (speed, interpretability and accuracy) are considerable. ANN models have some drawbacks such as complexity of designing network, lack of relative relevance of independent variables, time-consuming process and less interpretability.\textsuperscript{32} On the other hand, the decision tree has some advantages such as easy programming for computer systems, being easy to understand (trees are very interpretable) and providing visual representations of data. Nevertheless, neural networks could be updated with gradient descent for new dataset, unlike the decision tree, which requires inherently batch-learning algorithms.

In this study, the ROC area was used to evaluate the accuracy of each model. The ROC curve is a well-known approach for evaluation of two class pattern recognition problems and given our multiclass problem, the researchers used a weighted average of ROC area to adjust to our model. There are more complicated ways to deal with multi-class problems, including volume under the ROC hyper-surface (VUS) and Pareto front method.\textsuperscript{14–15} We are going to include these aspects in our analysis on this dataset in future.

In Iran, using the prescription databases for this purpose is sub-
ject to many limitations. The fragmented structure of the health insurance system in which there are many funds covering a proportion of population with different coding system is a big obstacle that undermines the quality of data for data mining. Indeed, the regulation and coverage list of these separated funds are different, leading to incomplete recording of uncovered medicines. Another limitation was that we did not have access to the codes of physicians, and sex and age of patients in prescriptions that could undermine the quality of data and therefore the accuracy of prediction.

This was the first study trying to develop an approach for assigning diagnosis to Iranian prescriptions using data mining techniques. Considering the value of pharmacy claim dataset in epidemiological studies, health system assessment and policy evaluation, this approach may be used by other low and middle-income countries, in which disease diagnoses are not recoded in
prescription data for any reason. The results of this study may be used for estimating the economic indices including cost of illness analysis and equity of accessibility to medicines. Using this approach, the prescription database could also be used next to other data sources in estimation of national and sub-national burden of gastrointestinal diseases as well as other disease groups in Iran.\(^{37}\) As the result of this study revealed, the artificial neural network and decision tree model represent similar accuracy in labeling diagnosis to GI prescription and may be used in a more comprehensive approach for estimating epidemiologic and economic indices including prevalence and cost of illness.
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